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Data Security: Network Intrusion 
Detection, Malware Prediction
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Personal Security: Security 
Screening, Face Recognition…
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Self-Driving Cars
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TESLA'S AUTOPILOT FIRST DEADLY 
CAR CRASH

The automaker believes that the combination of a white trailer and brightly lit sky may 
have made the trailer difficult to see.
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Machine Learning Software Engineering
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Software Defect Prediction

 7

Software is composed of several components.

Testing all these components can be very expensive.
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Software Defect Prediction
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If we know which components are more likely to be defective (buggy), 
we can increase testing cost-effectiveness.

http://www.cs.le.ac.uk/people/llm11/
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Software Defect Prediction as 
a Machine Learning Problem
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Machine Learning  
Algorithm

Module 
id

x1 = 
branch 
count

x2 = 
LOC

x3 = 
halstea

d 
difficul

…
y = 

defective 
?

1 18 1000 1 … No
2 30 900 10 … Yes
3 20 5000 3 … Yes

… … … … … …

New component x
for new version of  

the software
Yes/No

Components of previous versions of the software
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Class Imbalance
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Source: S. Wang and X. Yao. Using Class Imbalance Learning for Software Defect Prediction, IEEE TR 62(2):434-443

E.g., an algorithm 
predicting all 

examples as non-
defective would 

have 93.06% 
accuracy.

Problem: machine learning algorithms typically give the same 
importance to each training example.

http://www.cs.le.ac.uk/people/llm11/
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Evaluating Classifiers for 
Class Imbalanced Data

• Accuracy is inadequate. 
• (TP + TN) / (P + N) 

• Precision is inadequate. 
• TP / (TP + FP) 

• Recall on each class separately is more adequate. 
• TP / P and TN / N. 

• F-measure: not very adequate. 
• Harmonic mean of precision and recall. 

• G-mean is more adequate. 
•   

• ROC Curve is more adequate. 
• Recall on positive class (TP / P) vs False Alarms (FP / N)
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p
TP/P ⇤ TN/N
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Strategies to Deal With 
Class Imbalance

• Change the loss function of the machine learning algorithm to 
give the same level of attention to all classes. 

• Use resampling techniques, e.g., SMOTE.
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N. V. Chawla, K. W. Bowyer, L. O. Hall, and W. P. Kegelmeyer. SMOTE: Synthetic minority over-sampling technique. 
J. Artif. Intell. Res., vol. 16, pp. 341–378, 2002.

Song, L., Minku, L. Yao, X. A Novel Automated Approach for Software Effort Estimation based on Data 
Augmentation, FSE 2018.

http://www.cs.le.ac.uk/people/llm11/


ML for SE and SE for ML — A Two Way Path?Leandro Minku   http://www.cs.le.ac.uk/people/llm11/ 

Strategies to Deal With 
Class Imbalance

• E.g., Adaboost.NC: 
• Ensemble method + strategy to deal with class imbalance. 
• Base models are created incrementally.
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M1 M2

Sample examples, giving 
higher chance to select misclassified ones

Training 
examples
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Strategies to Deal With 
Class Imbalance

• E.g., Adaboost.NC: 
• Ensemble method + strategy to deal with class imbalance. 
• Base models are created incrementally.
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M1 M2 M3 M4Training 
examples

Sample examples, giving 
higher chance to select confidently misclassified ones, 

or unconfidently correctly classified ones.

http://www.cs.le.ac.uk/people/llm11/


ML for SE and SE for ML — A Two Way Path?Leandro Minku   http://www.cs.le.ac.uk/people/llm11/ 

Sample Results (10 fold CV)
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Source: S. Wang and X. Yao. Using Class Imbalance Learning for Software Defect Prediction, IEEE TR 62(2):434-443

A better understanding of when a given approach works well 
and when it doesn’t is necessary in most ML for SE studies.

http://www.cs.le.ac.uk/people/llm11/
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Cross-Project Software 
Defect Prediction

• Within-project software defect prediction can be applied only 
after an initial version of the software is available. 

• Cross-project data could potentially be used. 

• Problem: different projects may have different underlying 
distributions.
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Transfer Learning
• Solution: learn a transformation of the distribution of input 

features from the source to the target project. 
• The input feature distributions from the source and target 

projects are similar in the transformed space.
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J. Nam, S.J. Pan and S. Kim. Transfer Defect Learning, ICSE 2013.
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Sample Results (F-Measure)
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Source: J. Nam, S.J. Pan and S. Kim. Transfer Defect Learning, ICSE 2013.

L. Minku and X. Yao. How to Make Best Use of Cross-company Data in Software Effort Estimation? ICSE 2014.
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Test Case Generation
• Automatic generation of inputs for test cases, to compose test 

suites. 

• Objectives: 
• Maximise number of crashes found. 
• Maximise coverage. 
• Minimise size of test suites. 
• Maximise number of mutants killed.

 19

Ke Mao, Mark Harman, Yue Jia. Sapienz: Multi-objective Automated Testing for Android Applications. Proceedings 
of the 25th International Symposium on Software Testing and Analysis, Pages 94-105, 2016 

Gordon Fraser and Andrea Arcuri. Whole Test Suite Generation. IEEE TSE 39(2):276–291, 2013.
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Machine Learning Software Engineering

?
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Issues Inherent to Machine 
Learning

• Machine learning builds models based on training examples. 

• If a given region of the input space is not covered by the 
examples, the resulting model may perform poorly on that 
region.

 21
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Potential but Partial ML 
Solutions

• Learn better: collect more representative data. 

• Tell you can’t predict: novelty detection algorithms. 

• Request for more training data: active learning.
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Overfitting and Underfitting
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Class  
boundaries
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Potential but Partial ML 
Solutions

• Learn better: 
• Choose hyperparameters based on validation set. 
• Use regularisation term. 

• Estimate how well you do: 
• Test predictive model on a data set not used for training or 

validation.
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L. Song, L. Minku and X. Yao. The Impact of Parameter Tuning on Software Effort Estimation Using Learning Machines. 
PROMISE 2013.

A. Agrawal and T. Menzies. Is “better data” better than “better data miners”? ICSE 2018.

J. Nam, S.J. Pan and S. Kim. Transfer Defect Learning, ICSE 2013.
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Adversarial Examples
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Class  
boundaries
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Adversarial Examples
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 Szegedy et a. Intriguing properties of neural networks. https://arxiv.org/abs/1312.6199 

http://www.cs.le.ac.uk/people/llm11/
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Potential but Partial ML 
Solutions

• Learn better: find adversarial examples and train on them. 

• Tell you can’t predict: use confidence of predictions.
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Concept Drift

 28

L. Minku, X. Yao. DDD: A New Ensemble Approach For Dealing With Concept Drift, IEEE Transactions on Knowledge and 
Data Engineering, 24(4):619-633, 2012.

Changes in the underlying distribution of the data over time, 
possibly affecting relationship between inputs and output.

http://www.cs.le.ac.uk/people/llm11/
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Potential but Partial ML 
Solutions

• Tell you can’t predict: concept drift detection methods. 

• Learn better: strategies to adapt to concept drift faster.
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Before change detection

Low diversity 
ensemble: 

High diversity 
ensemble: 

New low diversity 
ensemble: 

New High diversity 
ensemble: 

Old low diversity 
ensemble: 

Old High diversity 
ensemble: 

After change detection

Change 
Detection 
Method

L. Minku, X. Yao. DDD: A New Ensemble Approach For Dealing With Concept Drift, IEEE Transactions on Knowledge and 
Data Engineering, 24(4):619-633, 2012.
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There Will Always Be 
Mistakes…

• Should we really use machine learning for life critical 
applications? 
• It depends on whether machine learning is to be used to 

complement or replace humans. 
• It depends on whether we are ready for accepting the risk. 
• It depends on how well we can foresee mistakes and 

prevent drastic outcomes. 
• It depends on how many mistakes the machine learning 

will do compared to humans.
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What Else Can Software 
Engineering Do To Help?

• Better testing based on ML weaknesses in mind, e.g., test 
cases close to decision boundaries. 

• Continuous testing, as things may change over time. 

• Requirements can be written with ML weaknesses in mind, 
e.g., data collection following certain guidelines. 

• Architectures to enable switching away from ML when it is 
unlikely to perform well. 

• Better frameworks for interoperability, to facilitate researchers 
and practitioners in comparing existing methods.
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